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D-SAV360

Understanding how humans visually behave within virtual reality 
environments is essential to fully leverage its potential in creating 
enganging experiences. Therefore, it is necessary a broad dataset 
containing a wide range of scenarios, along with corresponding gaze data 
collected from a diverse and extensive group of observers. 
Addressing this, the dataset D-SAV360 (1) comprises the most extensive 
collection to date that captures gaze data in 360º videos with directional 
audio. Its breadth of configurations and content variety is summarized 
within our proposed taxonomy.

The growing interest in 360º videos has generated the creation of multiple 
datasets in recent years. Despite their usefulness, some datasets, like 
the one collected by Morgado et al. (2), lacked variety due to batch 
downloading from YouTube. Others were found to be incomplete, not 
including crucial head and gaze data or directional audio, which has 
been shown to affect participants’ visual behavior and is fundamental 
for immersion and understanding users' perception. Furthermore, some 
datasets were limited to a small sample of participants and videos.

Video collection:
• 50 stereoscopic and monoscopic videos recorded using a Kandao 

Obsidian S, equipped with six fish-eye lenses.
• 35 monoscopic videos curated from Morgado (2) carefully selected 
• Varied content, offering a rich diversity of visual, auditory, and 

audiovisual stimuli, which span various configurations along several 
fields of view.

To collect eye-tracking data, for each of he 85 videos, the SRanipal 
Unity SDK 4, developed for the Tobii eye-tracker integrated into the 
HTC Vive Pro Eye, was used.

The collected tracking data includes:

• 4,609 head and gaze trajectories 
• Head position and orientation
• Pupil diameter 
• Eye openness

Besides providing a rich source of information for future research, an 
analysis of the collected scanpaths reveals that various factors such 
as viewing mode, content type, and gender significantly impact eye 
movement statistics. 
Our dataset jointly with the proposed taxonomy may be used as a 
benchmark and valuable resource for training novel audiovisual attention 
prediction models, as well as for studying and modeling human visual 
behavior in immersive environments.

• Eye gaze vector
• Gazed image coordinates
• Audio energy maps, depth, and 

optical flow estimations

Our taxonomy encompasses the dimensions of Content, Acoustic, and
Spatial Regions of Interest (ROIs).
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